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Test-retest reliability means whether the same results can be observed when the same participants perform the same task over two
sessions. By considering test-retest reliability, researchers can review the reliability of their study and its results. Previous studies
showed that 1D-target pointing tasks have low test-retest reliability. However, it should be more practical to investigate test-retest
reliability for 2D-target pointing tasks because the situation represents a more realistic use case than for 1D-target pointing tasks. We
asked the participants to perform a 2D-target pointing task for five days under identical conditions and then to answer a detailed
questionnaire. The result showed that the researchers should assemble a study with three or more sessions to make the test-retest
reliability high in the aspect of movement time, error rate, and throughput.
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2 Atarashi, et al.

1 INTRODUCTION

1.1 Background

Test-retest reliability means whether we can observe the same results when the same participants perform the same task
over two sessions [37]. Researchers often form their conclusions after analyzing the results of one-time user experiments.
However, in such cases, good (or bad) results obtained by chance would lead to wrong conclusions. By considering
test-retest reliability, researchers can more accurately review the reliability of the experimental results. Test-retest
reliability has been the focus of attention since around 1937, particularly in the psychology field [12, 13, 28, 33]. For
example, previous researchers [28] have investigated whether the same participant group provides the same responses
when they are given the same questionnaire after an interval of several weeks.

In the HCI field, many studies emphasize the importance of replication (e.g., [5, 17, 34]). On the other hand, few
studies have investigated test-retest reliability. In replication studies, researchers focus on experimenting under the
same experimental conditions (e.g., equipment, participant demographics, and tasks). In contrast, test-retest reliability
expands the focus to the same participants in addition to the same experimental conditions. Ideally, the same participants
should give the same results over two sessions. However, in the psychology field, several researchers have reported
cases in which they did not obtain the same results [12, 13, 28, 33].

Although the exploration of test-retest reliability in the HCI field remains limited, initial attempts have emerged.
These studies have primarily focused on simpler tasks, such as 1D-target pointing, as a starting point. Sharif et al. [29]
and Yamanaka [37] investigated test-retest reliability in 1D-target pointing tasks and found that it was low. However,
we believe it is beneficial to investigate test-retest reliability for 2D-target pointing tasks because it represents a more
realistic use case than 1D-target pointing tasks. For the 2D-target pointing task, previous researchers [19] investigated
a multi-session experiment, although they did not investigate the test-retest reliability of the task. This lack of clarity
regarding the test-retest reliability in a realistic task condition (2D-target pointing) is what motivated us to conduct this
study.

Since a target-pointing task requires participants to perform rapid aimed movements, we suspect that the test-retest
reliability is affected by the participants’ factors, i.e., their physical condition on the test day or their improved skill in
mouse manipulation. For this reason, we asked participants to perform the multi-directional pointing task shown in
the ISO9241–411 [11] for five days under identical conditions and then to answer a detailed questionnaire. We then
analyzed the results to determine which factors reduced the test-retest reliability. We also examined whether it is
necessary to repeat the same task for more than two sessions in order to improve the test-retest reliability.

1.2 ResearchQuestions

We address the following two research questions (RQs) in this research.

RQ1 How many sessions should the researchers conduct to stabilize the participant’s performance on the 2D-target
pointing task?

RQ2 Which factors have an effect on participant performance?

1.3 Contribution Statement

The contributions of this study are twofold.

• We evaluated test-retest reliability in five sessions conducted for five consecutive days in an offline environment
with fully consistent equipment.

Manuscript submitted to ACM
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Investigation of Test-Retest Reliability in 2D-Target Pointing Task for Five Consecutive Days 3

• We investigated which questionnaire items are necessary for evaluating test-retest reliability in pointing tasks.

2 RELATEDWORK

In this section, we first describe Fitts’ law and throughput [10, 21, 31, 36], which we use to evaluate test-retest reliability
in this study. We then present studies on test-retest reliability in a 1D-target pointing task. Finally, we show studies
comparing the performance between two sessions, and how we evaluate the performance of all the sessions in this
study.

2.1 Fitts’ Law and Throughput

Fitts’ law models the time required to select a target using an input device such as a mouse [10]. In this paper, we use
Fitts’ law defined as Equation (1) [21]:

MT = 𝑎 + 𝑏 × ID, with ID = log2

(
𝐷

𝑊
+ 1

)
, (1)

where MT is the movement time, D is the distance to the target, W is the width of the target, and 𝑎 and 𝑏 are empirical
constants. ID (index of difficulty) is the difficulty of target selection.

When comparing multiple input devices, pointing methods, or user groups, the definition of the high-performance
device/method/group might change depending on the MT and ER (error rate). For example, if there are two devices
with different MT and ER, the definition of a high-performance device changes depending on the importance of MT or
ER. Alternatively, if the ER of the two devices has the same value, we can define a superior device by comparing only
the MT . Using TP (throughput) is recommended when performing such comparisons [31], as it helps resolve this issue.
This metric integrates speed and accuracy and is calculated using IDe (effective index of difficulty) consisting ofWe

(effective width) that considers click-point variability [6], which is defined as

IDe = log2

(
𝐷

𝑊𝑒
+ 1

)
and We =

√
2𝜋𝑒𝜎 = 4.133𝜎, (2)

where 𝜎 is the standard deviation of the click-point distribution. We is adjusted so that ER becomes 4%. A common
definition of TP as shown in Equation (3) is called the mean-of-means method [31, 36], which has also been used in
previous studies on the test-retest reliability of pointing tasks [29, 37]:

TP =
1

|𝐴| × |𝑊 |

|𝐴 |× |𝑊 |∑︁
𝑖=1

(
ID𝑒𝑖

𝑀𝑇𝑖

)
, (3)

where 𝑖 represents the 𝑖-th task condition within |𝐴| × |𝑊 |. Calculating TP usingWe can reduce the effect of participants’
subjective biases toward speed and accuracy. While several previous studies used the bivariate SD of click coordinates
on a 2D plane as 𝜎 [3, 38], utilizing a univariate SD along the task axis is theoretically and empirically valid [30, 36].
In this study, we use a univariate SD to compute TP . The robustness of TP is the reason that the ISO9241–411 [11]
recommends its use, and why numerous researchers calculate TP when investigating the performance of multiple
devices, methods, and groups.

2.2 Test-retest Reliability in 1D-Target Pointing Task

As mentioned earlier, test-retest reliability has been investigated extensively in the field of psychology (e.g., [12, 13,
28, 33]), but it has received much less attention in the target-pointing task in the HCI field. Two of the few related
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1 2 4 5

TP

3 
Session

(a) A pattern where SV is zero.

1 2 4 5

T
P

3 
Session

(b) A pattern where SV is low.

1 2 4 5

T
P

3 
Session

(c) A pattern where SV is high.

Fig. 1. Correspondence between the data collected from each session and the SV . As shown by the black line, the three averages are
equal. However, the more non-linear the variance in performance, the larger the SV .

works were done by Sharif et al. [29] and Yamanaka [37]. Sharif et al. [29] investigated the test-retest reliability in
1D-target pointing tasks in terms of TP . They found that the test-retest reliability was low because some participants’
TP differed between sessions while others remained stable, and the mean of TP for all participants significantly differed
between sessions. Yamanaka [37] investigated test-retest reliability in terms of MT , ER, and TP , and found that the
test-retest reliability was low because the MT , ER, and TP of some participants significantly differed between sessions.
Furthermore, Yamanaka [? ] explored a method in a comparative experiment based on user interfaces by introducing a
group sequential design, in which the p-value is checked at the midpoint of the experiment to determine whether to
end the experiment early or to proceed.

Considering actual use cases, most pointing tasks are two-dimensional. Therefore, we investigate test-retest reliability
for 2D-target pointing tasks based on the ISO9241–411 [11]. Moreover, while both studies mentioned above compared
the performances of two sessions, a larger number of sessions would provide further insight into the changes in
participants’ performance. We, therefore, conduct our experiment for five sessions. In addition, Yamanaka’s study used
crowdsourcing for the experiment, but it was unclear whether the participants appropriately followed the instructions
(e.g., to use a single input device throughout the experiment). It has also been reported that the accuracy of a task is
lower when experiments are conducted remotely compared to when they are conducted on-site [9]. For these reasons,
we investigate the test-retest reliability by conducting the experiments on-site.

Another difference between our experiment and these previous studies is the control of interval length. Sharif et
al. [29] conducted two sessions with intervals ranging from four to 48 hours. The actual interval was arbitrarily chosen
by each participant and thus not well-controlled. Yamanaka [37] compared two participant groups, one with intervals
of one to two minutes and the other with intervals of 20 to 30 minutes. These intervals were relatively short, and he
mentioned it as a limitation. In comparison, we controlled the start time of each session more strictly. Specifically, we
asked the participants to initiate the task at an almost fixed time every day, and the result of the difference in start
times was less than 15 minutes.

2.3 Metrics to Compare Performance across Sessions

Similar to previous studies [29, 37], we compare participants’ performance between sessions in terms ofMT , ER, and TP .
The stability of the model fits using Fitts’ law is not the subject of our current study; therefore, the results (regression
expressions and 𝑅2 values) are included in the supplementary materials.
Manuscript submitted to ACM
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Investigation of Test-Retest Reliability in 2D-Target Pointing Task for Five Consecutive Days 5

To quantitatively evaluate the test-retest reliability, we use Matejka et al.’s method [24]. They investigated the effect
of the appearance of a visual analog scale on the rating behavior of survey respondents. The smoothness of the survey
results was evaluated using Equation (4), which is a variant of standard deviation. By applying this equation to the
five sessions of data collected from the participants in this study, we can evaluate the performance improvement over
the entire session. For example, the bias for participants whose performance improves linearly with the number of
sessions becomes close to zero. On the other hand, the bias for participants whose performance improves or worsens
non-linearly with the number of sessions becomes large; see Fig. 1. Considering the meaning of Equation (4) in this
study, we refer to it as session variance (SV ).

SV =

√√√
1
4

4∑︁
𝑖=1

(
(𝑥𝑖+1 − 𝑥𝑖 ) −

∑4
𝑖=1 (𝑥𝑖+1 − 𝑥𝑖 )

4

)
(4)

The metrics such as the daily mean of MT , ER, and TP can be applied to 𝑥 .

3 EXPERIMENT

We conducted a 2D-target pointing experiment consisting of five sessions with 17 participants. Compared to previous
studies in terms of session count (e.g., two sessions used by Sharif et al. [29] and Yamanaka [37]) or duration (e.g., the
two-day experiment by Card et al. [4]), we aimed to include as many sessions as possible. However, we decided that
weekend participation would pose a considerable burden on participants, and therefore we chose to conduct one session
each day over five weekdays.

3.1 Apparatus

We used a laptop PC (Intel Core i7-11800H, 16 GB RAM, Windows 11, NVIDIA GeForce RTX 3060 LapTop GPU). The
screen size was 15.6 inches, with dimensions of 359.7 × 227.4 mm, a resolution of 1920 × 1080 pixels, 0.179 mm per pixel,
and a refresh rate of 60 Hz. The mouse was Microsoft Mobile Mouse 3500 (Wireless, 1000 DPI, 1000 Hz polling rate).
The experimental system was developed with Compose for Desktop1 and Kotlin2, and displayed in full-screen mode.

3.2 Participants

A total of 17 individuals participated in the experiment (18–24 years old, M = 22.3, SD = 1.67). Thirteen were male, and
four were female. One participant was left-handed, 16 were right-handed, and none were ambidextrous.

We determined the sample size (i.e., the number of participants) using G*Power [8]. As a primary performance metric
is TP and a previous study reported that the effect size of the session on TP was somewhere between medium and large

depending on the interval length [37], we set Cohen’s 𝑓 = 0.325, power = 0.8, and 𝛼 = 0.05 for RM-ANOVAs. We found
that a minimum of 13 participants were required. To allow for the possibility that several participants might drop out
during the five-day experiment, we decided to recruit more than 13 participants.

3.3 Task, Design, and Procedure

Tomeasure pointing performance trends with a high degree of accuracy, it is recommended that 15–25 trials be performed
for each target condition [31]. Thus, 25 circular targets were displayed (Fig. 2) in the task window (1920 × 1080 pixels).
The current active target was colored in red and the inactive ones in gray. If participants clicked on the active target,

1https://www.jetbrains.com/lp/compose-desktop/
2https://kotlinlang.org/
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Fig. 2. Appearance of the application used in the experiment and the order in which targets are clicked.

the next target turned red. If participants clicked outside the active target, it flashed orange, and they had to keep trying
until successfully clicked it. One set consisted of 25 targets for a fixed D × W condition. The first target was on the top.

The independent variables were target distance D (300, 440, and 630 pixels), target width W (8, 20, 38, and 78 pixels),
and Session (1 to 5). The D andW conditions were selected concerning Yamanaka et al. [38] so that ID ranged from
2.28 to 6.32 bits. The dependent variables were movement time (MT ), error rate (ER), and throughput (TP).

The order of the 12 D × W conditions was fixed in ascending order of ID to control the effect of order among
participants. Before the first set of each session, participants got used to the task by performing a practice set with D =
400 and W = 30 pixels, the results of which were not used for analysis.

Before the practice set of each session, participants completed the pre-session questionnaire consisting of seven items
and completed the post-session questionnaire consisting of one item after each session (Table 1). There are numerous
factors that could affect pointing performance between sessions, and thus it is desirable to ask for as much information
as possible. Note that since factors affecting test-retest reliability in pointing tasks have never been established, it is
difficult to determine concrete factors in advance. Therefore, we can only know whether these factors are effective or
not after we analyze them. It is thus meaningful to come up with as many questionnaire items as possible. For example,
we wanted to ask questions in advance of the first session about how long the participants usually use a Windows PC,
their usual mouse cursor-speed settings, their usual display sizes (resolutions and inches), their usual display brightness,
and their usual chair heights (if the chair used in the experiment was extremely lower, the performance might be
degraded). In addition, before every session, we wanted to ask how long the participants had exercised on the day
before the experiment, how long they operated the mouse on a different PC, and how long and at what load they used a
smartphone. However, it was not realistic to ask all possible questions every session due to time constraints, so we
Manuscript submitted to ACM
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Investigation of Test-Retest Reliability in 2D-Target Pointing Task for Five Consecutive Days 7

included only limited items in the questionnaire, which was designed to find out what is worth investigating more
deeply in the future. Questionnaire items for sleep, hunger, fatigue, and busyness were designed with reference to the
paper [25] on health status and performance.

After finishing the five sessions, participants completed a post-experiment questionnaire (Table 2), asking participants’
attributes such as their age, sex (free-form to allow arbitrary answers), dominant hand, and history of mouse use. The
items related to games were set up with reference to the research result [27] that gamers have higher performance than
non-gamers. The questionnaire items were also set up with reference to [32] for age, [2] for sex, and [20] for dominant
hand and time spent using the mouse.

3.4 Interval Length

The participants completed one session per day five days, completing a total of five sessions. Before participating in the
experiment, each participant chose his/her own start time (e.g., 1 p.m.) for five sessions to control the interval length.
The largest difference in actual session start times was 14 minutes and 11 seconds. Thus, there were approximately 24
hours between the sessions for each participant. This allowed participants to recover from any fatigue caused by the
previous session before the next session started.

4 RESULTS

MT was the duration from when the previous target was successfully clicked to when the next click was performed [18,
31]. Trials in which we observed one or more clicks outside the active target were flagged as errors.

Our MT and ER data did not pass the Shapiro-Wilk normality test (𝛼 = 0.05). Therefore, we conducted a non-
parametric ANOVA with the ART (Aligned Rank Transform) [16, 26, 35] forMT and ER. Additionally, to further explore
the effects, we applied ART-C (Aligned Rank Transform for Contrasts) [7] for specific contrasts within MT and ER. For
TP , as TP merged 𝐷 and𝑊 , we considered only sessions as the independent variable. The Shapiro-Wilk normality test
indicated that the TP data followed a normal distribution, and thus we used RM-ANOVAs with the Bonferroni 𝑝-value
adjustment method for pair-wise tests.

4.1 Outlier Data Screening

We removed spatial outliers if the distance of the first click position was shorter than D/2 [1, 23] to remove clear
accidental operations such as double-clicking the previous target. We also removed those that were farther than 2𝑊
from the target center.

Among the 25500 trials (= 3𝐷 × 4𝑊 × 25𝑐𝑙𝑖𝑐𝑘𝑠 × 5𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠 × 17𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠 ), we removed 46 trial-level outliers (0.180%).
While Sharif et al. removed data from four participants whose ERs were greater than 8% [29], which is twice the common
ER [31], we did not remove any participants based on ER. This was because, although it has been argued that the ER in
pointing tasks is 4% [22, 31], this is arbitrary, and the ER might actually be affected by task conditions such as target
size [14].

4.2 MT

The MT results are shown in Fig. 3 and 4. D, W , and sessions are independent variables for the statistical analysis.
We found significant main effects of D (𝐹2,32 = 593, 𝑝 < 0.001, 𝜂2𝑝 = 0.971),W (𝐹3,48 = 1569.07, 𝑝 < 0.001, 𝜂2𝑝 = 0.990),
and sessions (𝐹4,64 = 18.71, 𝑝 < 0.001, 𝜂2𝑝 = 0.540). Posthoc tests showed significant differences between session 1–3
(𝑝 < 0.001), 1–4 (𝑝 < 0.01), 1–5 (𝑝 < 0.01), 2–3 (𝑝 < 0.001), 2–4 (𝑝 < 0.01), and 2–5 (𝑝 < 0.01). The significant interaction
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Fig. 3. MT of each session (*: 𝑝 < 0.05, **: 𝑝 < 0.01, ***: 𝑝 < 0.001, ****: 𝑝 < 0.0001).

(𝑝 < 0.05) was found for D × W (𝐹6,96 = 2.06, 𝑝 < 0.021, 𝜂2𝑝 = 0.150) and W × sessions (𝐹12,192 = 18.71, 𝑝 < 0.001, 𝜂2𝑝 =

0.114).

4.3 ER

The ER results are shown in Fig. 5 and 6. D, W , and sessions are independent variables for the statistical analysis. We
found a significant main effect of D (𝐹2,32 = 4.24, 𝑝 = 0.023, 𝜂2𝑝 = 0.210), W (𝐹3,48 = 85.33, 𝑝 < 0.001, 𝜂2𝑝 = 0.842) and
Session (𝐹4,64 = 61.9, 𝑝 = 0.004, 𝜂2𝑝 = 0.209). Significant interaction was shown betweenW × Session (𝐹12,192 = 3.21, 𝑝 =

0.0003, 𝜂2𝑝 = 0.167).

4.4 TP

The TP results are shown in Fig. 7 and 8. D and W are taken into consideration to TP ; thus, only sessions are the
independent variable for the statistical analysis.

We found a significant main effect of sessions (𝐹4,64 = 33.143, 𝑝 < 0.001, 𝜂2𝑝 = 0.684). Bonferroni-corrected pairwise
comparisons revealed statistically significant differences between session 1–2 (𝑝 < 0.01), 1–3 (𝑝 < 0.001), 1–4 (𝑝 < 0.001),
1–5 (𝑝 < 0.001), 2–3 (𝑝 < 0.001), 2–4 (𝑝 < 0.001), and 2–5 (𝑝 < 0.01). No significant differences were found between
sessions 3–4, 3–5, and 4–5.

4.5 Correlation between Participants’ Performance andQuestionnaire Results.

Table 1 shows the results of the correlation between participants’ performance in each session and the answers to the
session questionnaire. The correlation values were interpreted as follows [15]: 0.0–0.2 little if any; 0.2–0.4 weak; 0.4–0.7
moderate; 0.7–1.0 strong. The key finding are as follows. MT was weakly correlated with the current sleepiness. MT ,
ER, and TP were weakly correlated with current hunger level. MT and TP were weakly correlated with fatigue of the
dominant hand.
Manuscript submitted to ACM
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Fig. 4. MT of each session and participant. The title of each graph means SV .

Table 2 shows the results of the correlation between the average of participants’ performance in each session and
answers to the post-experiment questionnaire. The key findings are as follows. SV (ER) was weakly correlated and SV

(MT ) and SV (TP) were moderately correlated with whether or not participants played games using a mouse. MT , TP ,
SV (ER), and SV (TP) were weakly correlated and SV (MT ) was moderately correlated with how long the mouse was used
per day.

5 DISCUSSION

5.1 RQ1. How Many Sessions Should the Researchers Conduct to Stabilize the Participant’s Performance
on the 2D-Target Pointing Task?

The results indicate that the answer is three sessions. According to Fig. 3, there were significant differences in MT

between Session 1 and Sessions 2, 3, 4, and 5, as well as between Session 2 and Sessions 3, 4, and 5. Therefore, MT is
stabilized from three sessions. According to Fig. 5, ER in the first session showed statistically significant differences with
the Sessions 2, 4, and 5. Thus, ER is stabilized from two sessions. Additionally, Fig. 3 shows that TP exhibited significant
differences between several sessions. Specifically, significant differences were observed between Session 1 and Sessions
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Fig. 5. ER of each session (Error bars represent Standard Error, SE; *: 𝑝 < 0.05, **: 𝑝 < 0.01).

2, 3, 4, and 5, as well as between Session 2 and Sessions 3, 4, and 5. However, no significant differences were found
between Sessions 3, 4, and 5. This indicates that TP stabilized after two sessions.

These results suggest that three or more sessions should be conducted to stabilize MT , ER, and TP .

5.2 RQ2. Which Factors Have an Effect on Participant Performance?

SV in Equation (4) features the instability of metrics like MT , ER, and TP . As Table 2 shows, SV is correlated with
whether or not participants played games using a mouse and how long they used the mouse per day. High SV means
the instability of session-level metrics, in other words, the lack of test-retest reliability. Regardless of the number of
sessions in a study, the test-retest reliability can be made higher by enrolling participants who play games using a
mouse or who have a long mouse usage time.

The test-retest reliability can be made higher if the factors that correlate with the metrics are made the same between
all participants. For example, Table 1 suggests that the current hunger level (lower is more hungry) negatively correlated
to MT and positively correlated to ER, which indicated that, as the participants were less hungry, they tended to
accelerate the mouse-movement speed and thus the operations were more error-prone. Therefore, if we control the
hunger level in each session, it could make the test-retest reliability higher. In the same manner, controlling the current
sleepiness and current fatigue of the hand to hold the mouse could allow us to obtain the more stable performance.

Table 2 suggests that the current hunger level, busyness after the session, and whether or not games were played
using a mouse all affect the performance. These factors affected the performance in multiple sessions by a single
participant, and thus it is desirable to control them if researchers would like to obtain more stable task outcomes.

5.3 Limitation and Future Work

5.3.1 Definition of a new metric to evaluate test-retest reliability. In this paper, we recommended conducting experiments
consisting of three or more sessions in order to observe stable performance. At the same time, the greater the number
Manuscript submitted to ACM
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Fig. 6. ER of each session and participant. The title of each graph means SV .

of sessions, the fewer volunteer there are likely to be, and the more time, money, and effort are required on the part
of researchers. Thus, we evaluated the results for the participant level to explore how to achieve lower SV in studies
consisting of even a few sessions for higher test-retest reliability. However, we faced two issues. First, according to
the current definition, a low SV (thus high test-retest reliability) does not necessarily mean that the participants do
not improve their performance; see Fig. 1. Second, this experiment is constrained by a sample size of 17 participants,
making its applicability to larger-scale experiments uncertain. Further experiments are necessary to verify whether
three sessions would be sufficient in such larger-scale studies. If we derive a more appropriate metric and a prediction
model for the number of required sessions, these will contribute significantly in the future.

5.3.2 Comprehensiveness of questionnaire items. The correlation between the performances and the questionnaire
answers revealed which factors affect the performances and thus the test-retest reliability. We only had eight items in
the session questionnaire and seven in the post-experiment one, but there are many other potentially significant factors
such as mouse cursor speed, chair height, and exercise intensity, in addition to the resolution, size, and luminance of
the display. It would be worthwhile to conduct an explorative study on the significant factors that participants should
be asked about on questionnaires.
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Table 1. Correlation between participants’ performance in each session and answers to the session questionnaire. We analyzed each
participant’s average performance in each session and the answers for all five days. Colored cells when correlation coefficients are
-0.4 – -0.2 and 0.2 – 0.4.

Parameter Sleeping hours
last night

Quality of sleep last night
(1: Could not sleep at all,

5: Slept well)

Current sleepiness
(1: Very sleepy,

5: Not sleepy at all)

Current hunger level
(1: Hungry,
5: Full)

Current eye fatigue
(1: Very fatigued,
5: No fatigue)

MT -0.0712 0.0188 -0.2053 -0.3775 -0.0251
ER 0.0215 0.1449 0.1818 0.2395 0.0826
TP 0.0413 -0.0202 0.0820 0.2463 -0.0662

Parameter
Current fatigue of the hand

to hold the mouse
(1: Very fatigued, 5: No fatigue)

Busyness of today
before session

(1: Very busy, 5: Not busy)

Busyness of today
after session

(1: Very busy, 5: Not busy)
MT 0.2681 -0.0910 -0.1223
ER 0.0500 0.0581 0.1482
TP -0.2634 0.0814 0.0594

Table 2. Correlation between the average of participants’ performance in each session and answers to the post-experiment question-
naire. We analyzed each participant’s average performance in all sessions and the answers to the post-experiment questionnaire.
Colored cells when correlation coefficients are -0.7 – -0.4, -0.4 – -0.2, 0.2 – 0.4, and 0.4 – 0.7.

Parameter Age
Sex

(Male: 1,
Female: 0)

Dominant hand
(Left: 1,
Right: 0)

Dominant eye
(Left: 1,
Right: 0)

Whether or not
playing games
using a mouse
(Yes: 1, No: 0)

Whether or not
playing FPS
(Yes: 1, No: 0)

How long
using the mouse

per day
(hours)

MT -0.0670 0.0341 -0.3985 0.1338 -0.1139 -0.1063 -0.2733
ER -0.1889 0.1026 0.3481 -0.0595 0.0306 0.2066 0.1692
TP 0.1851 -0.1618 0.3281 -0.2466 0.1077 -0.0578 0.2122

SV (MT ) -0.1660 0.4332 -0.1722 0.0573 -0.5767 -0.2100 -0.4279
SV (ER) 0.0236 0.3380 -0.2114 0.0777 -0.3569 -0.1613 -0.2217
SV (TP) 0.1233 0.3403 -0.0342 0.2183 -0.5487 -0.0076 -0.2413
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Fig. 8. TP of each session and participant. The title of each graph means SV .

6 CONCLUSION

We investigated test-retest reliability in a 2D-target pointing task by conducting an experiment consisting of five sessions
with an interval of approximately one day. Our findings showed, that more than three sessions of experiments should
be conducted in order to stabilize their performance on the 2D-target pointing task. We also found that the participants’
current sleepiness, current hunger, and current fatigue of the hand to hold the mouse all affect the performance. In
future work, we plan to define a model that can evaluate the improvement of participant’ performance in terms of
test-retest reliability. In addition, we will design a more detailed and itemized questionnaire to include additional items
that may affect the performance of participants.
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